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Abstract

Advances in drug delivery require an understanding of drug design, drug stability and metabolism together with the

complexities imposed by the biological system such as cell/tissue penetration, drug-target interaction, and the pharmacody-

namic consequences. Fluorescence microscopy provides a comprehensive tool for investigating many of these aspects of drug

delivery in single cells and whole tissue. This review presents the fundamental concepts of fluorescence-based methodologies.

The core principles which underlie the fluorescence process and the interpretation of these events drives instrument design and

the components required to illuminate and detect fluorescent probes. Many drugs are inherently auto-fluorescent and therefore

can be tracked using microscopy techniques, while other more indirect approaches assay the consequences of drug perturbation.

This review addresses the two principle aims in fluorescence microscopy; to generate and enhance fluorescence-derived

contrast that may reveal a central process of drug delivery.
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1. Introduction

Many biological investigations, and some clinical

applications, use the physical properties of electro-

magnetic radiation in the wavelength range of 190–

1100 nm. This covers UV, through to near infrared

(NIR) regions of the optical spectrum and it is useful

to ask why this range, and the visible portion (400–

800 nm) in particular, is widely used for microscopy.

Visible light interacts with photoreceptors in our eyes

to produce a response. The energy of visible photons

is in an appropriate range to be absorbed within living
Fig. 1. Diagrammatic representation of some important interactions of light

on a point P at the boundary of two refractive index materials (g1 and g2). L

amplitude (as) or refracted through an angle hrf (given by Snell’s Law) w

components at P, in all directions, with a range of wavelengths and amplitu

point shows a range of phases (/i, /j, /k, etc) depending on the mole

Absorbance is the ratio of incident light to emitted light.
tissues of the eye without damage but specialised

molecules must be employed for efficient detection.

Evolution has capitalised on this window of oppor-

tunity and only very recently have laboratory techni-

ques routinely outperformed natural vision. Biological

microscopy is concerned with the shining of light onto

cells or tissues, and useful results are obtained when

the resultant interactions are significant enough to

produce detectable changes in the light. We can turn

these changes into image contrast. Two principle aims

in microscopy are (i) to generate and (ii) to enhance

this contrast for images and measurements.
with a specimen. Light of amplitude ai and wavelength k i impinges

ight is scattered in all directions with the same wavelength but lower

ith amplitude arf. Fluorescence may occur, depending on chemical

des (kf1, kf2, . . . and af1, af2, . . .). The fluorescence wavefront at any

cular mobility and the energy level transitions of molecules at P.
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1.1. Contrast in the optical microscope

Contrast can be described as the ratio of what we

wish to observe vs. what we don’t, i.e. for an ideal

fluorescence instrument:

contrast~
s

bþ n
where n~

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sþ bð Þ

p
ð1Þ

and s=average useful signal level (i.e. from bio-

logical feature(s) of interest); b=average background

(i.e. from uninteresting features); n=noise (statistical

variations in s and b).

Several fundamental results follow from this:

Firstly, even with no instrument noise, or any

background, there is always noise in the signal.

Secondly, noise (and also s/n ratio) increases with

the square root of signal and background. Finally, it
Fig. 2. Multi-dimensional confocal laser scanning fluorescence microscopy

ratio imaging of live cells using BCECF dye (a). Arrows show (from top

(dark blue) and pH 8.0 calibration (yellow/red). Right hand strips show a s

optical sections of fluorescence immunostaining of Na+/K+ ATPase in a si

digital reconstruction of optical sections (c) to show rotated views of ion p

key to the study of drug resistance and the regulation of pumps that effect

Image courtesy of R.J. Errington and A. Mobasheri.
can be just as important to reduce background as it is

to optimise signal.

1.2. Contrast modes of the light microscope

Non-fluorescence contrast modes arise from var-

iations of phase, absorbance, scattering, interference,

reflection, refraction and/or dispersion of light by the

sample (Fig. 1) [1]. These effects are direct

consequences of variations in refractive index and

mass density, are generally small in unstained

biological material and ingenious techniques have

been developed to enhance what little contrast is

achieved. One such technique is phase contrast

microscopy in which phase variations are amplified

optically and converted to intensity contrast by

annular illumination and a co-aligned dphase ringT
within the objective [2]. Nomarski differential in-
of Na+/K+ ATPase activity in living chondrocytes. pH fluorescence

) NH4Cl pulse (alkali load), washout (acid load), pH 6.0 calibration

ingle line through each cell followed over time. Ten high resolution

ngle fixed cell (b). End insert is a digital ensemble of sections. 3-D

ump (red) and DNA (blue). Visualising membrane pump activities is

drug uptake into cells. Experimental detail as Mobasheri et al. [67].
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terference (DIC) is an alternative technique in which

refractive index gradients impart phase differences

(between two cross-polarised beams) that are

enhanced using a birefringent element. On recombi-

nation of the beams, polarisation is converted to

intensity contrast by an danalyserT [3]. Less com-

monly used optical methods (e.g. Hoffman modu-

lation) use oblique illumination and/or spatial filters

to provide contrast from phase gradients [4]. Light

scattering/reflection can also be exploited to provide

contrast in biological microscopy in ddark-fieldT
mode where oblique illumination and blockage

of transmitted light are used to detect dscatteredT
light [5] or in dreflectionT mode where epi-scopic

optics collect reflected light which is distinguished

from diffuse dback scatterT by crossed polarisers

[6]. Light scattering or reflection techniques pro-

duce contrast against a dark background (e.g.

Fig. 2).

1.3. Contrast enhancement using photochemical

probes

All of the above contrast methods have short-

comings: (i) they lack chemical specificity (i.e. vary

only slowly with the electronic configuration of

molecules), and therefore exhibit broad non-specific
Fig. 3. Fast confocal fluorescence imaging using an AOS scanner. Dual ex

phase contrast (c) and confocal reflection (d) images. Long and short-term

in each cell. Courtesy of R.J. Errington and P. Willems, Department of C
spectra. (ii) They cannot be easily used to dissect

functional aspects of biological systems. (iii) Signal-

to-background contrast is often low.

We can overcome these using specific photo-

chemical probes with suitable characteristics in two

key components: (i) A dligandT component or

function—for targeting to the feature or process of

interest and (ii) an optical signal—exhibiting

enhanced interactions with light, giving high con-

trast. In some cases secondary ligands allow signal

amplification. Separating the two aspects of the

probe (ligand and signal) allows a chemist to

optimise each function. It is sometimes possible to

satisfy both criteria with a single chemistry and,

more rarely, with a molecule endogenous to the cell.

This might be a naturally fluorescent precursor or

metabolite, and ring structures found in many drugs

impart intrinsic fluorescence.
2. Fluorescent probes

2.1. The ligand or targeting portion of the optical

probe

The targeting (ligand) part of the optical probe

increases (or decreases) the optical signal by local-
citation ratio images of Fura-2 labelled pancreatic acinar cells (a,b),

calcium transients are plotted in the graph for a range of sub-regions

ell Physiology, University of Nijmegen, The Netherlands.
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ising its target by one or more processes including

covalent or non-covalent bonding, functional modifi-

cation or compartmentalisation. Discussion of the

range of dligandsT is beyond the scope of this article

but includes chemical agents for covalent coupling of

probes to target proteins, non-covalent DNA-binding

probes, biotinylation of proteins, antibodies (primary

or secondary), ion-binding fluorophores, expression

reporters, enzyme substrates, fluorescent protein

(GFP)-labelled peptides, etc. Thorough overviews of

the range of targeting agents (ligands) available can be

found elsewhere (e.g. Refs. [7,8]) and some examples

are illustrated in Figs. 2 and 3.

2.2. The signal component of the optical probe

Photochemical probes may use one of several

processes to generate optical signal. Cytochemical

probes are most commonly absorption stains that

produce contrast by absorbing light at certain wave-

lengths. These types of probe tend to require high

concentrations to provide sufficient contrast, are of

limited use in living cells but are commonly used on

tissue sections. Their absorption of light inherently

gives a non-linear response with depth. Surface

plasmon resonance can also be used as a photo-

chemical probe where the electron cloud at the surface
Table 1

Some common compounds used as signal components of fluorescent prob

Fluorophore Properties

Fluorescein Widely used green fluorescent molecule. Well cha

Undesirable features; (i) photobleaching, (ii) pH-s

aqueous environments. Oregan-GreenR [7] and R

excitation/emission peaks and superior properties.

Bodipy Useful alternative to fluorescein, with a narrower

to solvents, little overlap with red probes and con

Rhodamine A family of, predominantly, red dyes: Tetramethy

(including Texas-Red) are standard red-emitting s

Photostable and insensitive to pH but some have

Cy dyes Range of dyes from Amersham Biosciences, cove

secondary antibodies available.

Alexa fluorR 20+ dyes from Molecular Probes from UV excita

or when conjugated to ligands.

Inorganic

particles

Quantum dots [68,69] are coated rare-earth micro

Lanthanides [70–72] show long lifetime fluoresce

Fluorescent

proteins

UV, blue, cyan, green and yellow mutants of the

sensitivity, activation (cyclisation) time, thermal s

equivalents-Ds-Red [78] and Hc-Red. dFlAsHT is
visualised by addition of a fluorescent biarsenical
of metal (e.g. gold) particles scatters light at character-

istic frequency depending on size and environment.

This is the basis of an important range of non-imaging

diagnostic equipment [9–11] and is rarely used in

microscopy. Fluorescence is by far the most com-

monly used and flexible probe signal and is exhibited

by a wide range of molecules (Table 1). Image

contrast provided by fluorescent probes depends on

a combination of absorption and emission. By block-

ing background auto-fluorescence, a contrast of 107:1

or greater is possible. Epi-scopic optics reduce back-

ground as most illumination is transmitted away from

the lens.
3. The fluorescence process

The physics and photochemistry of fluorescence

are well understood and we can look at the process in

three consecutive stages: (i) Formation of one or more

excited state(s) by absorption (excitation), (ii) non-

radiative transitions between excited states and (iii)

energy loss accompanied by emission of radiation.

These processes are linked reactions, each of which

may be described (interchangeably) by statistical

probability distributions or reaction rate constants or

decay lifetimes, all describing characteristics of the
es

racterised. Excitation around the 488 nm line of argon lasers.

ensitive emissions, (iii) broad spectrum and (iv) quenching in

hodamine-Green, among others, have similar

spectrum (and is thus brighter), greater photostability, insensitivity

venient conjugation chemistry. Red emitting versions are available.

lrhodamine, lissamine rhodamine and the Rhodamine-X variants

econd probes used alongside fluorescein or its alternatives.

complex absorption spectrum around 520–550 nm.

ring UV to NIR. cy2/cy3/cy5 for triple-staining, with many

tion to NIR [7]. Photostable, with less variation to environment

crystals: spectra depend on their size (a few nm) and chemistry.

nce and phosphorescence.

Aequoria Jellyfish photoprotein GFP. Other mutations alter pH

tability etc [73–77]. Other marine organisms yield red

a tetra-cysteine motif expressed in a cell by transfection, which is

ligand [79].
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signal. Understanding these allows us to choose

appropriate signals for different tasks. A figure of

merit is the ratio of the desired signal vs. all possible

reactions (e.g. number of fluorescence photons pro-

duced for each excitation photon) called the quantum

efficiency (QE) or yield.

3.1. Excitation

Molecules exist with varying levels of internal

(potential) energy. Electronic energy levels represent-

ing electrons with paired spins are called singlet

states. The lowest energy state is the ground singlet

and occupancy of all energy levels is described by the

Boltzmann energy distribution [12]. However, solvent

and other interactions mean that (under biological

conditions) virtually all molecules are in the ground

state. Transitions between singlet states give excited

molecules that might later emit fluorescence. Within

each electronic band there are small steps representing

bond vibrations and rotations.

Several things may happen, each with a given

probability, when a molecule encounters light energy

(Fig. 4) each of which has important consequences in

biological samples (see also Ref. [13]). Absorption

results in increased vibrational and rotational energy of
Fig. 4. Energy (Jablonski) diagram for single-photon absorption

(A1), two-photon absorption (A2), scattering (B) and stimulated

emission (C). S0=ground electronic singlet state. S1=first excited

singlet state. Several vibrational levels are shown within each

electronic band. One or more incident photons may have energy

coupled into the molecule, raising its internal energy (A1 and A2),

or the energy may be instantaneously dissipated (B) (perhaps via a

virtual state) or in exceptional circumstances an excited molecule

may be stimulated into releasing its energy, returning to the ground

singlet (C).
inter-atomic bonds and/or promotion of electrons to

higher energy levels (Fig. 3a1). The changes of electron

state (transitions) are associated with a quantum of

energy and a corresponding wavelength. The proba-

bility of absorption at a given wavelength is defined for

a 10-mm path length as a molar extinction coefficient.

Absorption is linearly proportional to the intensity of

illumination for low concentrations and the average

time the electric dipole of the molecule is aligned with

the illumination electric vector (polarisation). Another

important, though rare, outcome is multi-photon

absorption where molecules can absorb more than

one photon at a time [14,15]. The extinction coefficient

or cross section is very small and the energy is coupled

into the molecule when photons arrive within 10�16s; a

requirement necessitating high illumination levels (Fig.

3a2). Sample illumination can also result in scattering

where energy is dissipated (in b10�15s) in all directions

(Fig. 3b), with a strong inverse relationship to wave-

length (~1/E4 for single molecules). Assembly of

molecules into large objects, and the electronic

environment, can affect scattering, concentrating light

in particular directions. Lastly, illumination of a

population of molecules of which a high proportion

are in a high energy state (a population inversion) can

lead to dstimulated emissionT (Fig. 3c). This occurs in
lasers and under extreme conditions in fluorescence

applications with high light levels [16–18]. Energy is

not coupled into the molecule but is released immedi-

ately with the same wavelength and phase as the

incident radiation. Excited molecules may be depleted

by these encounters.

3.2. Non-radiative excited state transitions

Non-radiative transitions represent important routes

to energy states from which energy may eventually be

lost from the molecule. For biological fluorescence we

need to consider transitions (i) within electronic bands

(vibrational and rotational), (ii) between singlet states,

and (iii) between singlet and triplet states.

When photons are absorbed, the molecule goes

from a ground state to a level within a higher

electronic band (singlet). Vibrational or rotational

transitions occur (Fig. 5A), with no emission, to the

lowest energy state in that band, leaving a molecule

with less energy than was absorbed and resulting in

emitted light being of longer wavelength. Radiation-



Fig. 5. Energy diagram for non-radiative electronic transitions. T1=1st triplet state. (A) Vibrational relaxation usually brings excited molecules to

the lowest state of a singlet band. (B) Singlet–singlet transitions can occur without emission through internal conversions (ic). (C) Singlet–triplet

inter-system crossing (ics) can occur in which energy can be lost from the system by external quenching reactions (r) of singlets or triplets.
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less transitions between singlets are also possible,

induced by collisions with solvent or other quenching

or energy transfer agents, or by vibrational dissipation

through the molecule (Fig. 5B).

Each excited singlet has a corresponding dtripletT
state with slightly lower energy. Singlet–triplet tran-

sitions happen through a normally forbidden electron

spin conversion (inter-system crossing). The energy

drop means that transition from the triplet state (e.g.

phosphorescence) is always via release of less energy

than from the singlet state. Radiation-less transitions

from triplet states can occur by vibrational or rota-

tional losses through the molecule. Triplet-singlet
Fig. 6. Radiative energy loss (emission) results in fluorescence (A), usually

to the ground state of S0. Phosphorescence (B) results from emissive energy

lowest level of S0.
conversion (Fig. 5D) has low probability and triplets

are long-lived, increasing the likelihood of further

reactions—e.g. with molecular oxygen, giving free

radical oxygen which is highly reactive to other

fluorescent molecules, oxidising them to inactive

forms (photobleaching). This is a hindrance in most

techniques although it can also be used to investigate

molecular dynamics [19,20] (Fig. 5C).

3.3. Emission

Emission represents loss of energy from excited

states accompanied by output of radiation (e.g. light).
from the lowest vibrational level of an excited singlet state (e.g. S1)

loss from the lowest vibrational level of a triplet state, e.g. T1 to the
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Two types of emission are important for biological

probes: fluorescence and phosphorescence. Both

involve the emission of light at wavelengths corre-

sponding to electronic level transitions (Fig. 6).

Fluorescence is exhibited by many biologically

relevant molecules as a result of transitions from the

lowest level of S1 following energy dissipation from

higher energies. This not only explains the increase

in wavelength (Stokes shift) of the emission

compared to the exciting light but also often allows

us to estimate fluorescence efficiency by measuring

the longest wavelength absorption. The rate con-

stants (or probability) of singlets leading to fluo-

rescence yield excited state lifetimes in the range of

10�8–10�10 s.

Phosphorescence is the term describing emissions

associated with direct triplet to S0 transitions. These

excited states have lifetimes in the range 10�6–

10�10 s.

3.4. Phase relationships and fluorescence emission

Fluorescence lifetimes represent a statistical over-

view of a stochastic process, variations within which

are slow compared to the rate of illumination (photon

flux). This results in a random delay, or phase shift,

to the emission (with respect to excitation) and no

phase information from the illumination can be

recovered from fluorescence. Regardless of the light

absorbed (e.g. laser light with high spatial and

temporal coherence) fluorescence is always tempo-

rally incoherent.
4. Components of a fluorescence instrument

Every fluorescence instrument can be broken down

into excitation (illumination), contrast enhancement

(e.g. filtration) and emission (detection) parts. In fact,

making efficient use of this decoupling significantly

enhances some instruments.

4.1. Illumination

We are interested in variations of the biological test

system and these must not be overwhelmed by noise

in the illumination. Output power is linked with the

size of the source. The efficiency with which light can
be channelled from source to sample also depends on

the wave-front uniformity. The best way of producing

an accurate wave front is to engineer a dpoint-sourceT
but this will emit light in all directions. Spectral

character is important in matching the source wave-

lengths to the energy transitions of the fluorescent

molecule(s).

4.1.1. Lamps

Incandescent lamps (e.g. tungsten-halide) have an

extended life span by establishing a re-deposition

dhalide cycleT returning evaporated metal back onto

the filament rather than contaminating the glass

envelope. DC lamps are stable since the heated filament

responds slowly to fluctuations in the supply. Output

power (and spectrum) are modified by changing the

voltage. The cost of such equipment is low but

brightness is very poor at short wavelengths.

Arc lamps, on the other hand, provide better

spectral quality. Mercury (Hg) lamps rely on vapor-

ised metal plasma that emits a characteristic spectrum,

concentrated in distinct lines that may or may not

coincide with energy bands of the fluorescent sample.

Hg lamps are at high pressure when running and

contain toxic heavy metal. Xenon (Xe) arc lamps are

filled to high pressure with that inert gas. Output of

Xe lamps is more constant than Hg, with additional

spectral lines. Brightness is slightly lower than Hg

lamps for the same supply power, and cost is similar

(approx. $1 per hour).

Arc lamps must be carefully aligned to avoid

uneven illumination. They respond quickly to supply

transients, allowing electrical modulation. They have

been used with light dscramblingT attachments based

on optical fibre delivery, to counter instability and

field non-uniformity (see Ref. [21]). New arc lamp

systems have recently appeared based on metal-halide

technology, with longer lifespan, alignment-free lamp

replacement and ozone-free stable output.

4.1.2. Lasers

Lasers are point emitters with output powers

limited only by cost and convenience [22]. The lasing

process starts with a population inversion of excited

molecules by thermal, electrical or optical dseedingT or
dpumpingT of an emissive material. This may be a

crystal, gas or metal vapour, dye solution, semi-

conductor (diode) or other solid-state material. Emit-
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ted light, of a characteristic wavelength, is amplified

through repeated stimulated emissions by placing the

lasing substance in a cavity formed by two mirrors.

Continuous wave (CW) lasers produce light with a

very narrow bandwidth that exits through a partial

(output) reflector and may be plane or randomly

polarised. Laser light has extremely high spatial and

temporal coherence at a resonant frequency, or

longitudinal mode, defined by the mirror spacing.

Lasers are specified by power (mW) and beam

divergence. The transverse beam profile is made up

of component transverse electromagnetic modes

(TEMs). The resultant is described by an dM2T mode

number relative to a perfect Gaussian shape (M2=1�a

single 0,0 TEM). Lasers used for microscopy have a

beam diameter at their dwaistT (usually near the output

mirror) of up to 1 mm.

Pulsed laser illumination (as short as 10�11s

pulses) can be achieved by electrical modulation of

diode lasers. Mode-locked ultra-fast lasers can deliver

kW of power, concentrated into 10–100 fs pulses at

108–109 Hz (giving average powers up to a few mW).

The TiS oscillator is a passive device (requiring no

external electrical power), usually seeded by a 3–15

W solid state or ion laser (e.g. at 532 nm). Stimulated

emission from a Titanium-doped sapphire crystal in

the lasing cavity produces near infrared (NIR) output.

Longitudinal modes are combined in-phase where

they interfere to form a pulsed output. This dmode-

lockingT can be sustained by an acousto-optical

modulator (AOM). In addition, or alternatively, the

Kerr dlensingT effect (see Ref. [22]), arising from the

extremely high electrical field within each light pulse

within the crystal, causes the refractive index to

increase, focussing the pulsed component towards the

centre of the beam. Adjustable slits block the

unfocussed CW light resulting in selective trans-

mission and amplification of pulses through the

cavity. A tuneable birefringence filter or prism

spectrometer selects the chosen operating wavelength

(approx. 700–1000 nm).

4.1.3. Light emitting diodes

Non-laser light emitting diodes (LEDs) produce

light in various colours. Their small size (down to

10Am), low power consumption and heat generation,

make them ideal sources for compact instrumentation.

High brightness is possible in a device costing a few
cents per hour. LEDs can be electrically modulated at

up to 108 Hz.

4.2. Detection of fluorescence

Three questions must be answered when choosing

a detector for a given purpose: (1) How much

fluorescence do we need to measure? (2) How

accurately do we need to measure it? And (3) how

fast (frequently) do we want to measure? Fundamental

limits within the process of fluorescence provide

limiting values for these quantities (e.g. see Refs.

[23,24].

How much fluorescence can the probe produce?

Time constants for absorption, relaxation and emis-

sion mean that bright fluorescence from a population

of molecules may last up to around 10 ns. This

limits cycling between ground and excited states to

107 Hz (photons per second) to avoid saturation (i.e.

avoiding generation of a population inversion where

more molecules are excited than are in the ground

state). A dgoodT fluorescent molecule emits 104

photons before destructive (permanent) quenching

occurs (e.g. by free radicals generated as a by-

product of excitation). Thus, we can collect signal

using maximum illumination for about 1 s before the

probe is destroyed, longer if illumination is

decreased further. Assuming a probe concentration

of 10�6 M starts to self-quench (i.e. inter-molecular

reactions remove energy from the excited state

without emission of fluorescence), we get an upper

limit of 106 molecules in a 1 pl volume (e.g. a cell)

and a potential total signal of 1010 photons per cell.

We could generate this signal with maximum

illumination at about 1013 Hz.

How accurately can we measure the signal? In

determining the arrival of a photon at a detector, there

is always statistical uncertainty or shot noise, even for

a perfect instrument. Under ideal conditions, the noise

(and also the s/n ratio) is equal to the square root of

the photon count. Our hypothetical cell, labelled with

a 1 AM probe, illuminated at maximum intensity,

delivers a maximum s/n of 105 from a perfect detector.

This represents an essentially noise-free measurement.

However, we may sample that fluorescence from the

cell over its spatial dimensions and/or time, reducing

the signal by the number of samples and the s/n by the

square root of the number of samples.



Fig. 7. Simplified diagrams showing generalised configurations o

photodiode (a) and photomultipler tubes (b). Photo-diodes (a) are

usually operated in the photovoltaic mode where an applied field

results in free electron-hole pairs in the device in response to

incident light. A photocurrent is measured under reverse bias

conditions, giving a higher frequency response than is possible with

a simple photoconductive circuit. Photomultiplier tubes (b) are the

most common photoemissive devices. Light falling on the photo

cathode (C) produces secondary electrons that are accelerated and

amplified by a series of dynodes (D) at increasing potential. In

analogue mode the PMT signal is measured as a photocurrent at the

anode (A).
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How much light can a fluorescence instrument

detect? Fluorescence is emitted from the sample in all

directions and the highest numerical aperture (1.4 NA

oil immersion) objective lens collects only 30% of

that light. Absorption and scattering through the

instrument optics reduces the signal to 10–80%

depending on wavelength (e.g. Ref. [24]). Detector

QE will be 10–80% giving a total instrument

detection efficiency of 0.3–9%. So we can record 3–

200�107 photons at 3–200�1011 photons per second

from our hypothetical cell with s/n of about 104:1 at

maximum illumination.

We will sample the 109 or so photons from the cell

as a single measurement or up to perhaps 109 samples

(e.g. a time series of 3-D voxel images). We must

choose between (i) the high s/n (N104) of the single

sample with no spatial information and (ii) poor s/n

(approaching 1) of the 4-D image with high spatio-

temporal resolution. Usually a compromise must be

made and this juggling of s/n, speed and resolution is

the deternal triangleT of fluorescence imaging.

4.2.1. Photo-detectors

Light falling onto the photo-material of a detector

is either absorbed or scattered. Absorption can heat

the detector and/or the charges within the material

may be altered, generating an electrical signal [25].

Detector QE is the ratio of photons absorbed to

photons producing detectable signal. Other noise

sources can be significant. If the charge carriers stay

within the material, photovoltaic or photoconductive

detection are possible. External or photo-emissive

detectors, where electrons escape from the surface, are

important for fluorescence work.

Photoconductive detectors make use of the process

by which photons produce electron-hole pairs directly

(intrinsic) or in an area of impurity (extrinsic). The

majority population of charge carriers results in an

electrical signal.

Photovoltaic detectors make use of free electron-

hole pairs, produced by incident photons, in an

applied electric field. dTrueT photovoltaic detectors

operate with no bias voltage but are usually reverse-

biased and a resulting photocurrent measured (Fig.

7a). Minority and majority carriers are required for an

intrinsic photovoltaic effect and the shorter lifetime of

minority carriers gives a higher frequency response

than photoconduction. Another advantage is the
f

ability to introduce gain within the device by allowing

electrons produced by incident light to collide with

atoms to produce secondary electrons in a cascade or

avalanche. This cannot improve the detector s/n (the

QE is unaffected) but the output can be large enough

to make noise in subsequent stages insignificant. A

disadvantage is the special driver needed that rapidly

switches between sensing, readout and recovery,

requiring a fast quenching circuit to remove charge

before the next detection.

Photo-emissive detectors work by ejecting electrons

from the detector surface, where external avalanche

methods of generating gain become possible. A photo-
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cathode emits an electron (when a photon is absorbed)

that is collected by an anode. Gas filled phototubes

provide avalanche gain by collisions with the gas

molecules. Photomultiplier (PMT) tubes use a series of

dynodes to accelerate electrons by several avalanche

bursts towards the anode (Fig. 7b). These detectors are

fast, with sufficient gain to make subsequent noisy

stages irrelevant and operate at high repetitions (108

Hz). Photo-emissive material coated inside a capillary

tube is the basis of the micro-channel plate (MCP). An

electric field applied along the tube accelerates photo-

electrons, generated at one end, producing secondary

gain electrons. The tubes are stacked horizontally into a

plate. One or more MCPs can be placed in front of a

detector to increase the signal. The achievable QE is

that of the photocathode (10–25%, or up to 40% for

GaAsP devices) and not the final detector material.

MCPs can be used as an external avalanche chain in an

extremely fast MCP-PMT, although the high fields

make these devices very sensitive to damage.

4.2.2. Non imaging detectors

Some instruments measure fluorescence over time

without sampling (imaging) spatial frequencies. Often,

a single detector is sufficient and efforts can be

focussed on the sensitivity and temporal response of

the device. Avalanche photodiodes (APDs) are useful

at modest repetitions (kHz), e.g. for fluorescence

correlation spectroscopy, although the gain and sensi-

tivity vary over the surface so they are small and the

detected beam must be stationary. PMTs or MCP-

PMTs, though larger and more expensive, are better for

high sensitivity, high frequency (MHz) applications.

In some applications dnon-imagingT detectors can

be used to generate an image. Diode or CCD arrays

with thousands of elements are used in some cameras

to build a 2-D image by scanning the array through

the image-plane. Other scanning configurations can be

used with a non-imaging detector, such as a PMT, to

produce images. Small arrays can also be accurately

dover-scannedT to generate larger images.

4.2.3. Sampling or imaging detectors

It is sometimes desirable to form an image

optically and then measure the light distribution using

an array or imaging detector. Photographic materials,

based on silver-halide and/or photo-dye chemistry

have, until recently, produced superior results for low-
light work including fluorescence. This is due to the

small grain size (a few micrometers) possible in photo

emulsions and the relatively slow development

process. Digitisation of films by scanning (for

computer processing or analysis) introduces its own

problems of convenience and time-scale. Photocon-

ductive or photovoltaic methods can be used in

devices capable of being stacked into imaging arrays.

Linear arrays of regular photodiodes are used in 1-D

applications but they have limited practical use as 2-D

arrays. Cost and size tend to prohibit the use of arrays

of photo-emissive devices, although a dmulti-PMTT
module with up to 16 channels has been developed by

Hamamatsu which uses shared components to make a

useful multi-channel detector [26].

4.2.4. CCD arrays

Charge-coupled devices (CCDs [25]) solve many

problems of diode arrays. Similar internal photo-

effects are used to generate electrons that are injected

into capacitor arrays, created on the device by metal-

insulator-silicon (MIS) or metal-oxide-silicon (MOS)

technology. Charge accumulates in these dpotential
wellsT at about 600 electrons per square micron, is

moved between wells by phased signals applied to

each electrode and converted to an analogue or digital

signal at the edge of the chip. The high QE of silicon

in CCDs is offset because the wells do not cover the

entire chip surface, and the front portion of the chip

contains components that block light, reducing

sensitivity. To counter this, the back (support) side

of the chip can be thinned to make it transparent and

back-illumination used, improving QE to around

85%. Extra gain can be added by an avalanche-

intensifier in front of the chip (e.g. MCP, vacuum

tube, etc.). Alternatively an APD-type approach can

be employed where electrons are accelerated to

secondary collisions within the chip, giving a sensi-

tive CCD with variable gain.

4.2.5. Sources of noise

Signal processing electronics can be designed to

add little extra noise, so under moderate–high light

conditions, s/n is limited by detectors. Thermal effects

from absorbed photons and the operating temperature

introduce unwanted background, increasing over time,

and can be partly countered by subtraction of a mean

dark signal. This only removes the constant (DC)
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component. Cooling of the detector, by a heat sink,

Peltier-effect device and/or cryo-cooling (e.g. liquid

N2) reduces all frequencies of background, e.g. to less

than 0.01 electrons per pixel per second in a good

CCD. Thermal effects are seen in PMT and APD

devices and they can also be cooled. Some avalanche

electrons are not correlated with incident photons so

these devices also generate internal noise.

4.2.6. Photon counting

In low-light applications, the main source of

noise is the statistical uncertainty in the number of

photons detected. Any noise in the detectors or

electronics is significant. An ideal solution is to

count photons, rather than produce a photocurrent in

proportion to their arrival rate. This removes

instrument noise and simplifies quantification and

calibration. Many avalanche devices can be operated

as photon-counting devices, provided the charge is

amplified sufficiently to overcome the read-out

noise. A fast response is required, so a photo-

emissive device (e.g. PMT or MCP-PMT) is

normally used, operated at a voltage pre-set to

produce the maximum s/n at low photon flux.

Pulses are produced at the detector output and

counted if they exceed a pre-set level (depending on

the characteristics of the detector). Small amounts of

noise have no effect on the counter and it is

possible to correct for pulses from multiple-photons

provided the device is operated at a low enough

photon flux. For a typical PMT, at 10–20 MHz,

about 50% of the photons might be miscounted and

a linear response obtained at a few MHz.

4.3. Which detector?—dHorses for coursesT

CCD arrays are universally used where a complete

optical image must be digitised. They have a good QE

(up to 85%) so are efficient detectors and devices are

available with pixels of various sizes to suit the image

size and signal level of most applications. The major

disadvantage is the high read-out noise, particularly

when CCDs are read-out rapidly (N1 MHz). Ava-

lanche gain enhancements raise the signal above the

read-out noise making these intensified CCDs suitable

for faster imaging or low-light applications. When

imaging is not required, or scanning is employed,

highly efficient photo emissive devices like the PMT
provide almost noise-free gain, regardless of the

detection speed. Scanning implementations (such as

LSMs) have the disadvantage that data is produced

serially and so the speed of acquisition is limited

compared to what is possible with imaging array

detectors. With samples showing significant move-

ments (e.g. living preparations) the relative advan-

tages of array detectors over non-imaging detectors

with scanning are not always clear. Since light is

collected in parallel over the entire CCD chip during

each frame exposure, image blurring will occur if

movements occur significantly during the each frame

time. For a scanning beam, movements of small

objects will only show blur if they are significant

while the beam scans across their dimensions. Frame-

to-frame movements of small particles will show up

as a geometric distortion of their positions, rather than

a blurred image.

Resolution is primarily determined by the optics of

the instrument. This is modified by the size of the

pixel array in an imaging CCD. In order for this not to

be limiting, at least 2.3 pixels should be used to cover

the distance equivalent to the airy-disk FWHM at the

image plane.
5. Measuring the fluorescence process

We can describe various parameters, characterising

the fluorescence process.

5.1. Fluorescence intensity

Signal intensity relates to the averaged output of

excited states that decay by fluorescence (Fig. 8A).

Calibration is required to infer the probe concentration

from intensity. Many uninteresting aspects of the

probe (e.g. variations in concentration, sample thick-

ness, photo-bleaching, etc.) can mask important

features of the labelled target. As a control, we collect

a reference signal from another probe or at a different

wavelength (e.g. see Ref. [26]). The reference must

behave like the probe in terms of the uninteresting

properties and in a contrasting or neutral way for the

desired properties. The ratio of probe to reference

(after subtracting background) gives a value more

closely related to the concentration of the target (e.g.

Figs. 2 and 3).



Fig. 8. Diagrammatic representation of the different measurable aspects of the fluorescence process. Each describes a key parameter of the

underlying photophysics. Intensity (A) is simply the average contribution from decaying excited states. Peaks in the emission (B) and excitation

(C) spectra indicate key energy transitions of the population of excited molecules. Lifetime (D) represents the contributing decay times for each

of the molecules of the population which together, give the characteristic exponential decay curve. Polarisation (E) describes how the electric

vector of the illumination can excite fluorescence if it is partly aligned with the electric dipole of the molecule (a), molecular rotation between

excitation and emission will result in a change in the polarisation of fluorescence (b), compared to the illumination.
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5.2. Fluorescence spectra

Fluorescence emission (Fig. 8B) and excitation

spectra (Fig. 8C) reflect the range of energy gaps

associated with excited states of the probe(s) and are

sensitive to the electronic environment. An emission

spectrum can be made by passing the light through a

prism and recording the resultant drainbowT using a

detector array (e.g. see Ref. [26]). Alternatively, one

or more spectral bands may be isolated using

interference filters, adjustable slits in a prism or

grating spectrometer, or a liquid crystal tuneable filter

(LCTF). Multiple probes with distinct spectra can be

measured in this way. Spectral reassignment software

is used to separate probes with overlapping spectra.

Success in this technique requires low noise data and

may require good reference spectra.

5.3. Fluorescence lifetime

The lifetime measured for a given probe is the time

constant, s, of the exponential fluorescence decay of

the population of molecules measured. It reflects the

rate constant of the transition to the ground singlet

state as well as the time-averaged concentration,

proximity and orientation of agents that can alter the

decay of the excited state(s) (Fig. 8D) [27]. It is

independent of the probe concentration (in the

absence of self-quenching). Lifetime is measured by

either (i) modulating the illumination and detection

and measuring the signal while changing the phase

difference between them [28] or (ii) time gated (e.g.

Ref. [29]) or correlated detection, often with single

photon counting (e.g. Ref. [30]). In this method, the

arrival time of photons with respect to a pulsed

illumination source (0.1–50 ps pulses at up to 100

MHz) is measured.

5.4. Fluorescence polarisation

Orientation of the electrical dipole of a molecule at

the time of absorption determines the polarisation

state of excitation. During the short, but random,

lifetime of the excited state a molecule may rotate

(Fig. 8E) giving an emission with a different polar-

isation [31,32]. By measuring the randomness of this

depolarisation (fluorescence danisotropyT) the mobi-

lity or diffusion characteristics of the molecule can be
estimated [33]. These parameters are largely inde-

pendent of the probe concentration.

5.5. Photo-bleaching and photo-activation

Reaction rates or lifetimes for destructive quench-

ing can be determined as a rate of photo-bleaching. By

measuring fluorescence recovery after photo-bleach-

ing (FRAP) [34] or fluorescence loss in response to

photo bleaching (FLIP) [35], molecular mobility can

also be determined [36,37]. In FRAP, non-fluorescent

molecules move into a region of the sample pre-

viously bleached with high illumination. The FLIP

alternative simultaneously measures intensity loss

from a region neighbouring the bleached area.

Some molecules and complexes can be designed to

fluoresce only after pre-illumination (photo-activa-

tion) at an appropriate wavelength [38–40]. This may

be a rearrangement of a non-fluorescent molecule to a

fluorescent form or a quenching agent may be

removed or modified by photo-destruction.

5.6. Fluorescence correlation spectroscopy (FCS)

Fluorescence intensity, over time, shows variations

due to molecules moving in and out of the beam as

well as orientation effects. These average out in a

large population so very low s/n is achieved.

Information is extracted by auto-correlating the signal

(searching for repeats) from a focussed spot over time.

As the number of molecules is reduced, s/n increases,

thus FCS is useful for examining mobility of low

concentrations, even single molecules, including

binding and release at surfaces (e.g. [41–43].
6. Fluorescence instruments

Each of the configurations described below are

capable of operating in all modes discussed above. We

will explore key features and their use.

6.1. Non imaging instruments

Fluorescence devices that cannot sample over

spatial dimensions are typically used for measuring

concentrations, molecular dynamics and associations

or configurations. Such devices include fluorimeters,



Fig. 9. Simplified form of a basic fluorescence microscope. Arc

lamp illumination (A) is focussed by a collector lens onto an

aperture diaphragm (B) and is consequently spread out evenly over

the field diaphragm (C) (an image plane). Excitation wavelengths in

the light from the field diaphragm are selected by a filter or other

device (D). A dichroic mirror (E) reflects illumination into a high

NA objective (F) which produces a demagnified image of the field

diaphragm within the sample. Fluorescence (dotted lines) from the

sample is collected by the objective, filtered by the dichroic and

emission filters (G) and forms an image (I) at the primary image

plane by a tube lens (H). A camera can be placed at (I) or an

eyepiece (J) can form a parallel beam converging at a virtual pupi

aperture (K) for viewing by eye.
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micro-plate readers and flow cytometers. Analytical

fluorimeters typically use arc lamp and/or laser

illumination with filters or a monochromator selecting

wavelengths to illuminate a quartz cuvette and detect

fluorescence using one or more PMTs. Scanned

excitation/emission wavelengths provide high-resolu-

tion spectra reflecting energy transitions of fluorescent

molecules. Fluorimeters can be used to measure

fluorescence in solutions, cell suspensions or cells

on covers glasses and adaptation of this technology

allows fluorescence sampling of multi-well plates in

micro-plate readers. Fluorimeters measure averaged

fluorescence in a cell population, which will mask

differences between individual cells. This sampling

problem can be avoided by using a flow cytometer,

which is essentially a fast fluorimeter with a sequen-

tial single-cell multi-sample chamber [44]. A jet of

medium containing cells streams past a high NA lens.

A light source (usually laser) excites fluorescence in

each passing drop, to be collected by a sensitive PMT.

Individual cells are represented in a scatter-plot of

intensity in each of several fluorescent channels and

analysed to classify their physiology, biochemistry,

cell cycle state, etc. Flow cytometry can analyze up to

109 cells per second and dsortingT systems can deflect

each cell into a selected receiver using criteria

determined from the measured signal(s).

6.2. Imaging instruments

These instruments produce a spatially sampled array

or dmapT of fluorescence. Images may be produced by

the optical system directly or built up by scanning.

6.2.1. The fluorescence microscope

Illumination wavelengths (from an arc lamp) are

selected by an excitation filter or spectrometer and the

light is spread onto a field aperture by a high NA

condenser lens. It then reflects from a 458 dichroic

mirror and an image of the field aperture is de-

magnified into the sample by an objective lens (Fig.

9) [45–47]. In this way, the entire sample is evenly

bathed in light. Fluorescence is collected by the

objective and forms an image in the microscope that

is either inspected visually, using a magnifying eye-

piece, or passed to an appropriate photo-detector such

as a CCD camera (e.g. image 1). All parts of the

illuminated sample contribute to the image that
l

contains sharp (in focus) features as well as out-of-

focus features.

It is important to consider the performance charac-

teristics of fluorescence microscopes. An image of a

sub-resolution fluorescent bead (i.e. smaller than about

200 nm) will show an airy disk consisting of a central

spot surrounded by faint light and dark rings (e.g. Ref.

[48]). Measurement of the airy disk gives parameters

describing the microscope performance. The distance

from the centre to the first dark ring describes

horizontal (x, y) resolution and is given by:

dxy
0:61k
NA

ð2Þ

Where NA=the numerical aperture of the objective

lens; k=Wavelength of the emitted fluorescence (see

also Refs. [24, 48]).

To take account of the emission spectrum of a real

molecule, contributions from all wavelengths should



N.S. White, R.J. Errington / Advanced Drug Delivery Reviews 57 (2005) 17–42 33
be considered. However, the resolution (in fluores-

cence) is independent of the illumination wavelength

and the objective magnification. If a focus series of

images of the bead is collected, the corresponding

axial (z) resolution is:

dz ¼
3:27dxy
NA

g ð3Þ

where g=refractive index of the sample medium.

This is significantly worse than in the horizontal

plane and depends on the square of the NA. Total

intensity in any horizontal plane is proportional to

NA2/(magnification) and is constant near the focus, so

there is no optical sectioning in a conventional

microscope.

6.2.2. Scanning optical microscopes

We can first consider reducing the illumination

aperture of a conventional microscope to a tiny

point. Instead of the whole specimen being bathed

in light, a ddouble-coneT of focused light is centred

on a single point in the sample. We might scan the

aperture across the field [49], which will in turn

scan the focussed spot through the sample, collect-

ing light visually or into the CCD array. The airy

disk image will be similar to that of a conventional

microscope but there will be an equal contribution

from both excitation and emission wavelengths.

Alternatively, intensity can be integrated over the

entire CCD array or collected into a non-imaging

detector (e.g. a PMT) for each point of the scan.

This gives a significantly different result. Fluores-

cence is no longer imaged at the detector, the

objective gathers light from the entire sample at

each point in the scan. However, the excitation is

imaged to a point that is scanned through the

sample. The airy disk is smaller than in the

conventional case, depending on the Stokes shift

of the probe, as resolution now depends on the

wavelength of excitation only (k in Eq. (3)). The

fluorescence emission spectrum is now irrelevant to

the resolution. Contrast in this scanning optical

microscope [50] is improved since the focussed

illumination does not excite other areas of the speci-

men as each image point is collected.

Various scanning methods are available for optical

systems using lasers and non-laser sources.
6.2.3. Aperture scanning

Commercial versions of a scanning aperture

include the spinning (e.g. Nipkow) disk systems with

spirals of small holes that sweep out the illuminated

field [51]. Various hole patterns have been used. A

drawback of all these designs is that to prevent

illumination from one spot overlapping another, the

holes must be spaced far apart, limiting transmission

through the disk. This system can be used with arc-

lamp illumination but the efficiency is low. A

variation (e.g. Ref. [52]) uses two disks, one carrying

the apertures and a preceding disk with tiny micro-

lenses over each hole. This enables more of the disk

surface to capture light as each lens focuses light

through the corresponding aperture. New devices,

such as the optical array scanner, with no moving

parts, allow fast aperture scanning in the excitation

and/or illumination paths.

6.2.4. Stage scanning

Although slow in comparison to other methods,

stage scanning has the advantages that the light beam

is stationary and the optical path is simple [50,53].

This on-axis route through the lens imparts the least

aberrations and the scanned field size is independent

of the lens magnification. This is the only method that

allows low magnification images to be collected with

the highest NA objectives.

6.2.5. Beam scanning with mirrors

One or two galvanometer-driven mirrors can be

used to impart a rectangular scan to a laser beam

[54]. Optically simple schemes include a single

mirror, but this is difficult mechanically, or dclose-
coupledT mirrors (with no intervening optics) that do

not produce an ideal scan. Optically coupled mirrors

can be separately controlled allowing zoom, pan and

scan rotation but a difficulty with this scheme is to

find an efficient method of transferring the beam

from one mirror to the other. Lenses introduce

aberrations, but high quality mirrors minimise many

errors.

6.2.6. Acousto-optical scanning

This is a method capable of scanning a laser

beam at MHz frequencies, e.g. for video-rate (or

faster) imaging. An acousto-optic scanner (AOS)

contains a crystal (similar to the AOM) which is



Fig. 10. De-scanned detection. The dichroic reflector separating the

illumination and detection paths (C) is placed before the microscope

optics, rather than within them (as in a conventional instrument).

Laser illumination (A) is filtered (B) and scanned (D) into the

microscope to produce a demagnified image in the sample of a 2-D

point scan in the primary image plane (H). Fluorescence from the

sample is re-imaged at (H) and then passes back through the scanner

to a stationary beam which is passed to a non-imaging detector at

(I). The scanner both generates the scan and descans the returning

beam to simplify the detection optics in the laser scanning

microscope.
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optimised to deflect the illumination beam [55] (e.g.

Fig. 2). Changing the phase of the driver signal

produces a variable deflection. Changing amplitude

alters transmission. Two challenges with this device

are that the beam shape is distorted, requiring

correcting optics, and the system is difficult to

implement accurately for several simultaneous

wavelengths, making de-scanning and multiple-

wavelength excitation difficult.

6.2.7. Line scanners

Instead of scanning a point through a 2-D raster,

great improvements in speed can be gained by

generating a focussed line and scanning this in one

axis. The system is rather like a wide-field imaging

device in the x-axis and a point-scanning device along

the y-axis, with intermediate optical performance.

Sensitivity is improved over a true point scanner, as

many points along the line can be detected simulta-

neously using a CCD array.

6.2.8. Fast scanning methods

Both the aperture scanning disk system and the

AOS can generate a scan fast enough for framing

rates of over 100 frames per second (fps) (Fig. 2).

Mirror scanners for the fast x line-scan have the

problem of significant inertia that limits the accel-

eration, and hence the speed at which they can scan

back and forth. The driving signal is usually a saw-

tooth waveform so that fluorescence is detected

during the left-to-right scan, for example, with a

fast dfly-backT from right to left. Speed increase is

possible by scanning and collecting data in both

directions, so called Tbi-directional scanningT.
Absence of a fast fly-back reduces the acceleration/

deceleration forces allowing faster than two-fold

increase in scanning by this method and rates of

2000 lines per second (or more) are possible. An

alternative approach is to use resonant scanners

operating at a frequency where significantly more

energy can be coupled into movement. This permits

faster scanning, at the expense of more features such

as continuously variable zoom, pan and rotation of

the scanned region.

6.2.9. De-scanned detection

With an efficient scanner, the emission from the

scanning spot can be de-scanned so as to regenerate a
stationary beam (Fig. 10). An obvious benefit of this

for the LSM is that a smaller detector can be used at

the image plane and spatial filters can be used to

modify the de-scanned beam point by point. The

stationary beam is particularly important for detectors

where the performance varies with position on the

detector surface.
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6.3. The confocal spatial filter

The commonest spatial filter in an LSM is a small

aperture in the image plane of the de-scanned

emission path (Fig. 11, [55–58]). This is the principal

of co-focussed (or confocal) illumination and detec-

tion. Excitation and emission optics each have their

own imaging response, (see Eqs. (3) and (4),

substituting the appropriate k). The resultant confocal
response is the product of these components, which

has important results for performance. The confocal

arrangement has imaging properties that depend
 

Fig. 11. The confocal spatial filter. Light emanating from the centre

of the focussed illumination spot (P) in the sample (solid line) is

brought to a focus (F) either by a pair of lenses or by having a long

optical path and using the natural dwaistT of the Gaussian beam. A

pinhole at this focus, equivalent to (i.e. dconfocalT with) an image

plane, blocks light from above and below the focal plane in the

sample (dotted lines). When the focussed spot is scanned, an

doptical sectionT is swept out in the sample. The thickness of this

section depends on the relative size of the confocal pinhole.
equally on the illumination and detection wave-

lengths. If the confocal aperture is progressively

opened, the contribution of the emission decreases

until the performance is that of the simple LSM we

first described.

6.3.1. Resolution and optical-sectioning in the con-

focal LSM

Any dependence of the confocal geometry on the

emission wavelength might seem a disadvantage but

this is offset by the co-operative effect of the

excitation and detection responses. The distance from

the airy-disk centre to the first dark ring is slightly

greater than for the non-confocal case while the width

at half maximum height (FWHM) of the central peak

is about 1.4 times better for a fluorescent probe with

small stokes shift [24]. The FWHM of the central

peak along the z-axis in a confocal microscope is up

to 1.4 times better than an LSM with wide-field

detection and the centre to first dark ring distance is

slightly greater.

The total integrated image intensity in any hori-

zontal plane is not constant for a confocal microscope

(Fig. 12) [56]. A photon arriving at the detector must

have been both generated by the exciting light and

passed through the confocal aperture. This makes the

probability of obtaining a contribution to the image

from progressively further away from the focal plane

fall off in inverse proportion to the square of this

distance. In this way, the confocal aperture blocks

light from outside the focal plane giving an image

composed of in-focus light called an optical section

(e.g. Figs. 2 and 3). The thickness of this optical

section is approximately the same as the axial

resolution.

6.3.2. Signal level in the confocal LSM

The confocal aperture obstructs much of the

fluorescence that might otherwise contribute to the

image which often results in a large reduction in

signal level (see
P

Iz plots in Fig. 12), but it should

always be remembered that it is out-of-focus light that

is blocked and so we should consider the signal level

from features within the optical plane in terms of the

loss of useful information. Reduction of background

is as important as overall signal level in determining s/

n ratio and the confocal microscope selectively blocks

out-of-focus background, therefore s/n is improved as



Fig. 12. Geometry of the focussed spot in a laser scanning

microscope. If images of a sub-resolution (e.g. 50 nm) fluorescent

bead are taken at intervals along the z (focus) axis: the lateral profile

(Ixy) plot for a confocal microscope (dotted line) will show a central

peak about 1.4 times smaller than a non-confocal single-photon

system (solid line). This is also true for a line plotted along the z

axis (Iz). Integrating all the intensity in each image plane and

plotting against z (
P

Iz) shows a peak around the central section for

confocal (dotted line) images but no significant contrast in Z for

conventional data (solid line).
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the detector aperture is reduced. At the point where

the loss of overall signal equals the rejection of

background a minimum aperture size is reached. This

position depends on the sample thickness and how

strong the out of focus contributions are. The usual

practice is to set the aperture to an optimum size, no

smaller than about half the diameter of the first airy

disk dark ring.

6.3.3. Depth penetration in the confocal microscope

Samples scatter illuminating light and also

produce blurring in a conventional image as the

light scattered (even from the in-focus plane)

appears to emanate from out-of-focus regions. A

similar effect happens when a high NA oil
immersion lens is used with an aqueous mounted

specimen, in this case because the light no longer

propagates as a spherical wave to a point focus.

Confocal microscopy removes out-of-focus light,

improving contrast in images of thick specimens

and tissues. However, the scattering and spherical

wave aberrations result in a progressive attenuation

of signal with depth into the specimen as the

aperture blocks these defocused contributions. The

problems are particularly acute for very short

wavelengths especially ultra-violet excitation.

6.4. Multi-photon excitation

Multi-photon excitation [14,15] delivers optical

sectioning by illumination alone, and is best imple-

mented with non-confocal or wide-field detection.

Fluorescence excitation falls off as the inverse square

of the distance away from the focal plane, achieved

by arranging for molecules to absorb two or more

photons simultaneously (i.e. within 10�16 s).

Although the process works for photons of different

energies, it is usual to operate with the laser set at a

single wavelength. Two photons of any wavelength

have the combined energy of a single photon of half

that wavelength. Fluorescence molecules normally

excited at about 350–500 nm have two-photon

excitation at near-infrared wavelengths of 700–1000

nm [59]. Three-photon excitation at these wave-

lengths corresponds to single-photon absorption

around 230–330 nm.

One way to understand how illumination power

affects two-photon absorption is to imagine throwing

many dice in order to obtain a result of two sixes. If

the dice are thrown two at a time the probability of

getting two sizes is (1/6�1/6)=1/36, i.e. the product of

the individual probabilities of getting a single six. If

the same number of dice were thrown four at a time

this increases to 1/15 per pair and for handfuls of 8

dice this further improves to 1/10. For very unlikely

events, such as two-photon absorption, the effect is

more marked. The best strategy for improving the

efficiency of multi-photon excitation is thus to dthrowT
the photons in batches, i.e. to use a pulsed light

source. The high photon density (light level) required

to achieve realistic signal levels for biologically

relevant molecules is only possible with ultra-fast

pulsed lasers.
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6.4.1. Optical performance in multi-photon

fluorescence

The excitation version of Eqs. (2) and (3) gives

the resolution and sectioning power of the multi-

photon LSM. The probability of two-photon absorp-

tion is proportional to the square of laser power so the

square of Eqs. (2) and (3) describe the excitation. We

might expect the size of this function to show a

central peak that is 1.4 times smaller than that found

for the non-confocal LSM but the excitation wave-

length is twice (for two-photon) that of the single-

photon case for the same energy transition(s) of the

probe. We thus see a 1.4 fold increase in the FWHM

over the simple LSM, but a smaller increase over the

equivalent measure for a regular microscope

(depending on the Stokes shift). The airy-disk is

approximately double that of a confocal microscope

for probes with a small Stokes shift and less for

longer wavelength emissions. For three-photon pro-

cesses (at three times the wavelength) the FWHM of

the fluorescence response is 2.4 times larger than a

simple LSM but only 1.7 times that of the single-

photon confocal response. A three-photon optical

section is about 2.7 times as thick as a single photon

confocal section. All the multi-photon results can, in

principle, be improved by a further factor of 1.4 by

including a confocal aperture. This approach is not

usually employed due to the unavoidable signal loss

and the decrease in depth penetration into thick

specimens.

6.4.2. Laser power and multi-photon excitation

Selection rules for electronic transitions in the

fluorescent molecule make three-photon processes

more likely than we might otherwise expect and the

proportional increase in laser power required for

three-photon excitation compared to two-photon is

much less than that needed for two-photon over

single-photon absorption. This means that three-

photon processes, particularly of intrinsic (auto

fluorescent) cellular species, cannot be ignored in

two-photon excitation, especially when using sub-100

fs ultra-fast lasers. The relationship between multi-

photon fluorescence and illumination is:

I ¼ a
Pn

xrð Þn�1
ð4Þ
where I=fluorescence intensity for n-photon absorp-

tion; a=n-photon cross section; P=average illumina-

tion power; x=width of laser pulse; r=repetition rate

of laser pulses.

The (n�1) order of the denominator is called the

dshort pulse advantageT and would, in the absence of

other effects, demand use of the shortest possible

pulses. In practice, the wide bandwidth of an ultra-fast

laser means that dispersion (variations of refractive

index with wavelength) in the microscope optics will

cause very short pulses to be spread out in time. The

optimum laser pulses, for a typical multi-photon

microscope, are just over 100 fs.

6.4.3. Advantages of multi-photon excitation

Since the optical performance of multi-photon

microscope is typically inferior to confocal micro-

scopes we must look at areas other than resolution to

see the benefits of multi-photon methods. These

mainly stem from the fact that the focussed last beam

passing through the sample is composed of NIR light

at wavelengths above 700 nm. Since scattering of

light by has a strong dependence on wavelength (1/k4)
the use of NIR light allows excitation and imaging

deep within tissues which are obscured by light

scattering in single-photon microscopy (e.g. Ref.

[60]). Scattering of emitted light does occur and

impairs detection, but the effect of this is lessened by

the use of a large-area detector, since there is no need

for descanning and focussing on a confocal aperture.

In many applications the use of multi-photon micro-

scopy avoids photodamage since only the thin optical

section at the focus of the beam encounters light

energy equivalent to UVor blue light. This effectively

limits photobleaching or phototoxic effects, which

occur throughout the cones of illumination in single-

photon imaging. This is particularly advantageous for

UV-excited dyes since high energy UV light is most

damaging to cells [59]. Images illustrating applica-

tions of multiphoton microscopy are included in other

papers in this issue of Advanced Drug Delivery

Reviews [59,60].

6.5. PSF engineering

Modifying the size and shape of the LSM 3-D

airy disk (called a point response or spread function

or PSF) is an example of what can be termed dPSF
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engineeringT. Several sophisticated manipulations of

the LSM PSF have been attempted. These include

the dTheta MicroscopeT (e.g. Ref. [61]), which uses

up to four excitation and emission beams intersecting

to give a near spherical PSF with the same resolution

in all axes. The d4-PiT LSM [62] uses two phase-

locked illumination beams at 1808 to generate a

smaller centre to the airy disk. A particularly elegant

method is the use of photons of two different

energies in a multi-photon process. The PSF

generated by one wavelength is made smaller by

depleting the excited states it produces in a ring

around the central peak by stimulated quenching

(depletion) using photons of the second wavelength

[17,63]. Total internal reflection fluorescence (TIRF)

uses a form of structured illumination that excites a

thin optical section only 100–300 nm thick adjacent

to a refractive index boundary such as a cover glass.

This is achieved by shining oblique illumination into

the sample. Rays above a critical angle (known as

the Brewster angle) for a given wavelength and

refractive index difference, do not pass through the

interface but are coupled into it, generating a

localised dsliceT of illumination called an evanescent

wave that falls off exponentially with distance from

the boundary in just a few 100 nm. With the proviso

that the sample must be closely associated with a

suitable refractive index boundary, this is becoming

an important method of imaging thin sections of

fluorescence particularly in applications looking at

cell-substrate and cell surface interactions.

6.6. Computational methods of optical sectioning

Fluorescence microscopy, and LSM techniques in

particular, have two qualities that make them espe-

cially suitable for computational image processing to

improve apparent resolution. Firstly, due to the

randomisation of phase during the excited state,

fluorescent emissions from different points within

the focussed beam do not constructively and destruc-

tively interfere like bright-field imaging modes, they

just add together to produce the final result. Secondly,

the PSF is approximately spatially invariant, i.e. it

does not change significantly throughout the image.

This is only true if the correct measures have been

taken to counter problems associated with mismatch

of the refractive index of lens immersion and sample
mounting medium, such as spherical aberration. This

is a critical factor in the success or failure of

restoration methods for LSM data. Adherence to these

two criteria enables an image containing contributions

from an unknown specimen and a known PSF to be

computationally ddeconvolvedT to yield a fluorescent

distribution closer to that of the underlying specimen

[64].

Most image restoration algorithms make use of the

fundamental condition that an image can be described

as the fluorescence distribution of the object with each

point of the object dreplacedT by a representation of

the microscope PSF or blurring function. This process

is mathematically described as the image (i) equal to a

convolution of the object intensity (o) with the PSF

( p):

i ¼ o� p ð5Þ

If the Fourier transform of both sides of this equality

are computed the convolution becomes an equality of

the transform of i (I) with the product of the transform

of o (O) multiplied by the transform of p (P).

I ¼ O� P ð6Þ

It might seem that the convolution could be reversed

(producing an estimate of O from a measured image)

by dividing O by P and Fourier transforming back to

the original image. However, this division is very

noise-sensitive for regions of the transform close to

zero and not defined at all for regions of P that are

zero. Some tricks can be employed (such as adding

some constant background) to reduce these problems

but the results are still unreliable. A better method is

to use an iterative estimation procedure to derive the

result. This consists in its most basic form of three

steps:

(1) Estimating a starting image.

(2) Convolving the image estimate with a measured

(or theoretically calculated) PSF.

(3) Comparing the result of (2) with the original

image and adjusting the estimate to attempt to

correct the difference. Then repeating from (1).

Differences between the various restoration algo-

rithms are centred on the way in which the image

dguessT is updated as well as noise-countering

processing such as filtering between each cycle.
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In some cases both image and PSF may be restored

by a so-called dblindT algorithm [65] where the PSF is

initially dguessedT (or estimated from known optical

parameters). These algorithms have an advantage that

they can be extended to allow the PSF to vary

throughout the volume, partly accounting for some

aberrations. This is conveniently achieved by splitting

a 3-D volume up into sub-volumes and allowing the

PSF to vary between volumes, each of which is

restored independently before being dmeldedT together
at the end of the computation. This approach can

benefit greatly from parallel multi-processor architec-

tures. Ultimately, the s/n in the image and the

accuracy of the PSF supplied (or calculated) jointly

determine how faithful the restoration is to the true

distribution of the specimen.

6.7. Hybrid optical and computational methods

These approaches are based on the notion that the

regular microscope response can be improved by a

combination of PSF engineering, often by dstructured
illuminationT followed by a digital image restoration.

We might include in this category a range of obvious

candidates such as digitally restored confocal images,

particularly if a dsub-optimumT method (e.g. such as

using a slit aperture) were employed. More sophisti-

cated methods have recently been devised that

produce optical sections from a sequence of wide-

field images collected using sequential translation of a

grid of structured illumination [66]. A post-processing

algorithm is then able to remove the out-of-focus

features to leave an optical section that is generally

intermediate between a regular image and an opti-

mised confocal result.

6.8. Automated fluorescence imaging: HTS/HCS

systems

Automated sample handling and medium-large

scale screening are now increasingly important in

today’s research activities. The flexibility, and thus

necessary complexity, of a research microscope is a

major impediment to the rapid sampling of many

identical specimens. Automation of the standard

microscope has helped in this respect but a dedicated

instrument is needed if throughput is to be signifi-

cantly increased and reproducibility maintained.
Automated systems are typically designed around a

standard range of sample consumables, e.g. 96 or

384 well micro plates. CCD, PMT-based LSM and

hybrid systems are all commercially available.

Typical automated processes include auto focus,

multi-well imaging, repetitive imaging of wells for

timed events as well as extensive data handling and

bioinformatics. A simple imager is obtained by

adding a motorised stage to an inverted microscope.

For plastic micro-plates, a lens with variable

correction collar is used, compensating for variations

in base thickness.
7. Which instrument?—More dhorses for coursesT

The advantages of, for example, confocal LSM

versus conventional CCD imaging on a fluorescence

microscope are self-evident if optical sections are

necessary to properly record the results of an

experiment. Indeed the starting point for any choice

of instrumentation should be consideration of the

type of data required, e.g. time-lapse (fast or slow),

3-D/4-D, multi-channel/spectral, high resolution and/

or optical sectioning etc, etc. When sectioning is not

required, the signal advantages of parallel light

collection by sensitive CCDs usually outweigh any

of the sophistication of LSMs. One class of

application is an exception to this general rule that

of localised illumination (e.g. FRAP, FLIP, photo-

activation etc). The controlled illumination of LSMs

makes them ideal for dpatterned illuminationT of (for
example) intracellular organelles. The confocal LSM,

operated with a large (or no) confocal aperture,

provides superior results compared to wide-field

illumination through a field-restricting aperture.

More localised illumination that is restricted to the

focal plane (optical section) is possible with multi-

photon excitation.

In many cases imaging information is not actually

required. Often, digital images are analysed by

measuring total or average intensity of a delineated

feature. It is often more efficient to use selected or

localised illumination to excite a defined region and to

integrate the emitted light from this feature directly on

the detector. Many imaging experiments can benefit

from a combination of imaging techniques and non-

imaging measurement.
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Multi-channel imaging (e.g. of multiple fluorescent

probes) can be done sequentially (collecting each

channel before changing the illumination and filters

for the next probe etc) or simultaneously (splitting the

light to several detectors, each receiving a defined

spectral band). Simultaneous multi-channel imaging is

difficult to achieve with high sensitivity single-chip

image arrays and colour devices are not usually

sensitive enough for low levels of fluorescence and

do not allow individual gain control for each probe

imaged (necessary when different levels of staining in

each channel are encountered). All classes of LSM are

especially designed for multi-channel imaging when

the de-scanned beam is used for detection. Small

filters (or other spectral devices) can be used with the

stationary fluorescence beam and splitting the beam to

several PMTs is both simple and cost-effective.

When optical sections are required, the choice is

between wide-field (conventional) imaging with digital

processing, with or without structured illumination

techniques. These methods tend to work best when the

sample is well understood, and well controlled, and the

optical arrangement at the sample can be optimised to

reduce the contribution from aberrations. Direct optical

sections are often seen as more convenient, although

the point-scanning confocal and multi-photon LSM

arrangements intrinsically operate with relatively low

levels of detected light due to the short pixel times

employed. Slit-scanning LSMs, or other arrangements

using multiple excitation points, help to bridge the gap

towards the sensitivity advantages with CCD detection

of wide-field images.
8. Conclusions

Fluorescence-based assays must incorporate many

levels of design in order to ensure they accurately

reflect a key process of interest in drug delivery

research. Central to the assay is the fluorescent probe

that consists of two main components (i) the targeting

portion and (ii) the chromophore portion, which

presents the signal to be measured. The robustness

and dynamic range of the assay is dictated by the

efficacy of the ligand-target interaction together with

the quantum efficiency of the fluorophore. The choice

of fluorescent instrument is determined by the nature

of the intensity signal to be detected and the required
spatiotemporal resolution. Steady-state intensity

measurements reflect the amount or concentration of

fluorescent probe and the localisation of this signal.

Advanced read-out modes (e.g. lifetime, anisotropy,

etc.) offer rich information such as the binding of

probe with target and the environment in which the

probe interacts. The critical challenge in pharmaceut-

ical research is to multiplex the fluorescent assay and

package the acquisition and analysis algorithms such

that they offer pragmatic solutions for advancing our

understanding of drug discovery and delivery.
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